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Abstract
Data compression is a fundamental problem in quantum and classical information theory. A
typical version of the problem is that the sender Alice receives a (classical or quantum) state
from some known ensemble and needs to transmit them to the receiver Bob with average error
below some specified bound. We consider the case in which the message can have a variable
length and the goal is to minimize its expected length.

For classical messages this problem has a well-known solution given by Huffman coding. In
this scheme, the expected length of the message is equal to the Shannon entropy of the source
(with a constant additive factor) and the scheme succeeds with zero error. This is a single-shot
result which implies the asymptotic result, viz. Shannon’s source coding theorem, by encoding
each state sequentially.

For the quantum case, the asymptotic compression rate is given by the von-Neumann entropy.
However, we show that there is no one-shot scheme which is able to match this rate, even if
interactive communication is allowed. This is a relatively rare case in quantum information
theory when the cost of a quantum task is significantly different than the classical analogue.
Our result has implications for direct sum theorems in quantum communication complexity and
one-shot formulations of Quantum Reverse Shannon theorem.
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3:2 Lower Bound on Expected Communication Cost of Quantum Huffman Coding

1 Introduction

The central theme of information theory is compression of messages up to their information
content. The celebrated work of Shannon [19] initiated this idea by showing that in the
asymptotic setting, compression could be achieved up to the Shannon entropy of the message
source. Subsequently, it was shown by Huffman [14] that by encoding each message into
a codeword of different length based on the probability of the occurrence p(x) of message
x, one can construct a code whose expected length is at most H(p) + 1, where H(·) is the
Shannon entropy. This led to an operational interpretation of the Shannon entropy of a
source in the one-shot setting.

The Huffman coding scheme can easily be illustrated in the following way (adapted
from the reference [11]). Alice and Bob share infinitely many copies of the joint random
variable XY (X with Alice and Y with Bob), such that p(x, y) = δx,yp(x). These copies are
arranged in a sequence known to both parties. If Alice gets an input x, she measures her
half of the copies in this sequence, and sends to Bob the address of the first location where
she finds her input x. The average length of the message is can easily be computed to be
at most log( 1

p(x) ) + 1. Thus, average length of the message in overall protocol is at most∑
x p(x)(log( 1

p(x) ) + 1) = H(p) + 1.
The study of compression of messages in terms of expected communication cost, rather

than worst case communication cost has been very fruitful in information theory, both in
operational interpretation of fundamental quantities and in applications in communication
complexity. In the work [11], the following task was considered (inspired by a result of Wyner
[25]): Alice is given an input x with probability p(x) and she needs to send a message to
Bob so that Bob can output a y distributed according to p(y|x). This is a joint sampling
task of the probability distribution p(x, y) def= p(x)p(y|x). The authors showed that in the
presence of shared randomness, the expected communication cost of jointly sampling p(x, y)
is upper and lower bounded by I(X : Y ) + 2 log(I(X : Y )) +O(1) and I(X : Y ), respectively.
This served as a natural characterization of mutual information in one-shot setting (different
from the one already given by Shannon [19] in terms of channel capacity). Huffman coding
can be seen as a special case of the above task by setting p(y|x) = δy,x. This result also has
applications in proving direct sum theorems for communication complexity. The direct sum
problem asks whether computing N copies of a function (or a task in general) requires N
times as much communication as computing a single copy. [11] used their compression result
to prove the following theorem:

I Theorem (Informal, [11]). The minimum expected communication cost of an r-round
protocol, w.r.t. N iid copies of a product distribution µ, required to compute N copies of
a function f(x, y) is at least N · (CCr(f)−O(r)), where CCr(f) is the minimum expected
communication cost (w.r.t µ) of an r-round protocol required to compute a single copy of f .

The message compression in the presence of side information was first studied in the
asymptotic setting by Slepian and Wolf [20]. The work by Braverman and Rao [8] gave its
one-shot analogue in the following manner. Given a probability distribution P with Alice
and Q with Bob, they constructed an interactive protocol (assisted by shared randomness)
that allowed both Alice and Bob to output a distribution P ′ satisfying ‖P ′ − P‖1 ≤ ε, with
expected communication cost D(P‖Q) +O(

√
D(P‖Q)) + 2 log( 1

ε ). Here D(P‖Q) is relative
entropy between P and Q. This work thus provided an operational interpretation to relative
entropy 1 and extended the above theorem to general distributions. The holy grail for such

1 The work [11] given an operational interpretation of relative entropy as well, but for the task where
Alice knows the distribution P and both Alice and Bob know the distribution Q.
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direct sum theorems is to remove the dependence on the number of rounds, and the above
mentioned results ([11],[8]) along with [4] are important steps in this direction.

The aforementioned discussion points to a generic principle: it is possible to compress
communication protocols up to their Information Cost (formally introduced in [8, 4], see
also references therein) with the aid of shared randomness and consideration of expected
communication cost as communication measure.

On the other hand, while many of the above results have their quantum counterpart, a
similar principle for entanglement assisted quantum communication protocols has not yet
been well established, as we discuss now. Quantum communication protocols typically fall
into two classes: non-coherent protocols and coherent protocols.

In the case of coherent quantum protocols, Alice and Bob share a tripartite quantum
state with the Referee and their objective is to perform a task while maintaining quantum
coherence with the Referee. An example of coherent quantum protocols is the quantum
state merging, introduced in [13] as the quantum analogue of Slepian-Wolf protocol [20] (in
the asymptotic setting). The most general form of coherent quantum protocols, involving
two parties and one Referee, is known as the quantum state redistribution. It is defined as
follows: Alice (AC), Bob(B) and Referee (R) share a pure quantum state ΨRABC and Alice
needs to transfer the register C to Bob. This task was originally introduced in [9, 26] to give
an operational meaning of the quantum conditional mutual information in the asymptotic
setting. Furthermore, as shown by Touchette [22], it nicely captures interactive quantum
communication protocols within the framework of quantum communication complexity and
leads to a formulation of quantum information complexity.

Using the one-shot quantum protocols for quantum state redistribution developed in [6],
and the notion of quantum information complexity, Touchette [22] obtains the following
direct sum result for entanglement assisted quantum communication complexity.

I Theorem (Informal, [22]). The minimum worst case quantum communication cost of an
r-round quantum protocol required to compute N copies of a (classical) function f(x, y) is
at least N · ( QCCr(f)

r2 −O(r)), where QCCr(f) is the worst case communication cost of an
r-round quantum protocol required to compute a single copy of f .

The above result has a strong dependence on number of rounds (as opposed to a weaker
dependence in the the direct sum result by [11]), that comes from the consideration of the
worst case quantum communication cost for the quantum state redistribution in the work [6].
Furthermore, it has been shown recently in [1] that the expected quantum communication
cost of a protocol achieving quantum state redistribution cannot be substantially better than
its worst case quantum communication cost. This leads to a bottleneck in the improvement
of the direct sum results for the quantum case within the framework of coherent quantum
protocols.

In non-coherent protocols, Alice and Bob perform a task on their inputs without maintain-
ing the coherence with the Referee. The works which exhibit one-shot quantum compression
protocols in the non-coherent setting, include [15, 16] (which also show direct sum theorems
for entanglement assisted one-way quantum communication complexity) and [3] (which is an
extension of Braverman-Rao protocol [8] to the quantum domain). All of these results take
into consideration only the worst case quantum communication cost, and it is not clear if
the expected communication cost of these message compression task can be substantially
improved (to the information cost) over the worst case cost.

In this work, we explore the possibility of having quantum protocols with better expected
communication cost in the non-coherent framework. Towards this, we define the following
quantum Huffman task.

TQC 2016
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I Definition 1 (Quantum Huffman task). Alice (A) receives an input x and an associated
quantum pure state |Ψx〉 with probability p(x). For a given η > 0, which we shall henceforth
identify as ‘error parameter’, Alice needs to transfer the state |Ψx〉 to Bob, such that the
final state Φx with Bob satisfies

∑
x p(x)F2(Ψx,Φx) ≥ 1− η2. Here, F(·, ·) is fidelity and η2

is average error of the protocol.

The above task is a quantum version of the classical one-shot source coding. The expected
communication cost in the asymptotic setting is lower bounded by S(

∑
x p(x)Ψx) due to [12],

which is also the quantum information cost of this task. The main question that we address
is whether there exists a communication protocol that achieves the above task with expected
communication cost close to S(

∑
x p(x)Ψx).

A prior work by Braunstein et. al.[7] had considered our question and had noted several
issues in generalizing directly the techniques of ‘classical’ Huffman coding to quantum case.
In present work, we show that no such compression scheme is possible.

Our results

We refer to the collection of pairs {(p(x),Ψx)}x as an ensemble of states and associated
probabilities. Following the discussion in introduction, we would like to compare the expected
communication cost of any protocol achieving quantum Huffman task with the von-Neumann
entropy of average state with Alice : S(

∑
x p(x) |Ψx〉〈Ψx|). Our main result is a large gap

between the two quantities, that we state below.

I Theorem 2. Fix a positive integer d > 1012 and real δ that satisfy 16√
d
< δ < 1

100 .

There exist a collection of N def= ( 3
δ2 )d states {|Ψx〉}Nx=1 that depend on δ and belong to a d

dimensional Hilbert space, and a probability distribution {p(x)}Nx=1 such that following holds
for the ensemble {(p(x),Ψx)}Nx=1.

The von-Neumann entropy of the average state satisfies S(
∑
x p(x) |Ψx〉〈Ψx|) ≤ 4δ log(d)+

H(δ) + 1.
For any one-way protocol achieving quantum Huffman coding of above ensemble with error
parameter η < δ

16 , the expected communication cost is lower bounded by (1−η) · log(dδ)−6.
For any r-round protocol achieving quantum Huffman coding of above ensemble with error
parameter η < δ

16 , the expected communication cost is lower bounded by Ω( log(dδ)
log r ).

The one-way part of this theorem is proved in Section 5, as a special case of Theorem 19.
The r-round part follows argument similar to that of one-way part, and its technical details
can be found in the arXiv eprint of this work [2].

For interactive case, we also give a round independent statement for small enough η.

I Theorem 3. Fix a positive integer d > 1012, real δ that satisfies
√

768
log(d) < δ < 1 and a

monotonically increasing function f : R→ R such that f(x) ≥ x2. There exist a collection
of N def= 2f(d) states {|Ψx〉}Nx=1 that depend on δ and belong to a d dimensional Hilbert
space, and a probability distribution {p(x)}Nx=1, such that the following holds for the ensemble
{(p(x),Ψx)}Nx=1.

The von-Neumann entropy of the average state satisfies S(
∑
x p(x) |Ψx〉〈Ψx|) ≤ 4δ log(d)+

H(δ) + 1.
For any interactive protocol with error parameter η def= 1

log2(d) = 4
log2(f−1(log(N))) , the

expected communication cost is lower bounded by Ω( log(dδ)
log log(d) ).
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The proof of this theorem can again be found in the arXiv eprint of this work [2]. It may
be noted that the dependence of error parameter η on input size logN can be made as weak
as desired, by choosing an appropriate function f which increases sufficiently fast.

Our techniques

Our proof follows in two main steps, which we illustrate here for the case of one-way protocols
for simplicity. All the quantum states appearing below are assumed to belong to a Hilbert
space of dimension d. We first show that for every message i sent from Alice to Bob, there
exists a quantum state σi, such that the probability pi of this message is upper bounded by
pi ≤

∑
x p(x)2−Dηmax(Ψx‖σi), where η is the error parameter and Dη

max(·‖·) is smooth relative
max-entropy. This upper bound crucially uses the fact that the quantum states Ψx are pure.
Section 3 for one-way protocols is built upon this idea. Our aim now is to find an ensemble
{p(x),Ψx} for which the quantity

∑
x p(x)2−Dηmax(Ψx‖σi) is small, as a result of which the

expected communication cost must be large.
Our second step is based upon the observation that given the quantum state σi (as

mentioned above), and a pure state Ψ chosen according to Haar measure, the smooth relative
max-entropy (= Dη

max(Ψ‖σi)) must attain large value (≈ log(d)) with high probability. This
suggests that the ensemble {(p(x),Ψx)}x should be constructed by choosing vectors from
Haar measure, making the quantity

∑
x p(x)2−Dηmax(Ψx‖σi) close to O(1) · 2− log(d). This gives

the upper bound pi ≤ O(1)
d and hence expected communication cost is at least log(d)−O(1).

Unfortunately, this choice of ensemble makes the von-Neumann entropy of the average state∑
x p(x)Ψx equal to log(d), which is not much smaller than expected communication cost.
We remedy this problem by introducing a free variable δ and letting |Ψx〉 =

√
1− δ |0〉+√

δ |x〉, where |0〉 is some fixed vector and |x〉 belongs to d−1 dimensional subspace orthogonal
to |0〉. We choose |x〉 according to Haar measure in the d − 1 dimensional subspace and
show that the smooth relative max entropy Dη

max(Ψx‖σ) is still large (≈ log(dδ) with high
probability) as long as η < δ/16. Interestingly, now the von-Neumann entropy of the average
state

∑
x p(x)Ψx is ≈ δ log(d), which is much smaller than expected communication cost.

Details have been discussed in Section 4, where epsilon nets have been used to make the
input size finite.

2 Preliminaries

In this section we present some notations, definitions, facts and lemmas that we will use in
our proofs.

Information theory

For a natural number n, let [n] represent the set {1, 2, . . . , n}. For a set S, let |S| be the size
of S. A tuple is a finite collection of positive integers, such as (i1, i2 . . . ir) for some finite r.
We let log represent logarithm to the base 2 and ln represent logarithm to the base e. The `1
norm of an operator X is ‖X‖1

def= Tr
√
X†X and `2 norm is ‖X‖2

def=
√

TrXX†. A quantum
state (or just a state) is a positive semi-definite matrix with trace equal to 1. It is called
pure if and only if the rank is 1. Let |ψ〉 be a unit vector. We use ψ to represent the state
and also the density matrix |ψ〉〈ψ|, associated with |ψ〉.

A sub-normalized state is a positive semi-definite matrix with trace less than or equal to
1. A quantum register A is associated with some Hilbert space HA. Define |A| def= dim(HA).
We denote by D(A), the set of quantum states in the Hilbert space HA and by D≤(A), the
set of all sub-normalized states on register A. State ρ with subscript A indicates ρA ∈ D(A).

TQC 2016
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For two quantum states ρ and σ, ρ⊗σ represents the tensor product (Kronecker product)
of ρ and σ. Composition of two registers A and B, denoted AB, is associated with Hilbert
space HA ⊗HB . If two registers A,B are associated with the same Hilbert space, we shall
denote it by A ≡ B. Let ρAB be a bipartite quantum state in registers AB. We define

ρB
def= TrA(ρAB) def=

∑
i

(〈i| ⊗ 1B)ρAB(|i〉 ⊗ 1B),

where {|i〉}i is an orthonormal basis for the Hilbert space A and 1B is the identity matrix
in space B. The state ρB is referred to as the marginal state of ρAB in register B. Unless
otherwise stated, a missing register from subscript in a state will represent partial trace over
that register. A quantum map E : A → B is a completely positive and trace preserving
(CPTP) linear map (mapping states from D(A) to states in D(B)). A completely positive
and trace non-increasing linear map Ẽ : A → B maps quantum states to sub-normalized
states. The identity operator in Hilbert space HA (and associated register A) is denoted
IA. A unitary operator UA : HA → HA is such that U†AUA = UAU

†
A = IA. An isometry

V : HA → HB is such that V †V = IA. The set of all unitary operations on register A is
denoted by U(A).

We denote a unit ball in space Rd as Sd. An element of Sd is a unit vector in Rd. We
shall represent an element x ∈ Sd using the bra-ket notation as |x〉. Euclidean norm of
|x〉 is ‖ |x〉〈x| ‖1. Given two vectors |x〉 , |y〉 ∈ Sd, the Euclidean distance between them is
‖(|x〉 − |y〉)(〈x| − 〈y|)‖1.

I Definition 4. We shall consider the following information theoretic quantities. Let ε ≥ 0.
1. Generalized fidelity. For ρ, σ ∈ D≤(A),

F(ρ, σ) def=
∥∥√ρ√σ∥∥1 +

√
(1− Tr(ρ))(1− Tr(σ)).

2. Purified distance. For ρ, σ ∈ D≤(A),

P(ρ, σ) =
√

1− F2(ρ, σ).

3. ε-ball. For ρA ∈ D(A),

Bε(ρA) def= {ρ′A ∈ D(A)| F(ρA, ρ′A) ≥ 1− ε}.

4. Entropy. For ρA ∈ D(A),

H(A)ρ
def= −Tr(ρA log ρA).

5. Relative entropy. For ρA, σA ∈ D(A),

D(ρA‖σA) def= Tr(ρA log ρA)− Tr(ρA log σA).

6. Max-relative entropy. For ρA, σA ∈ D(A),

Dmax(ρA‖σA) def= inf{λ ∈ R : 2λσA ≥ ρA}.

7. Smooth max-relative entropy. For ρA, σA ∈ D(A),

Dη
max(ρA‖σA) def= infρ′

A
∈Bη(ρA)Dmax(ρ′A‖σA) .
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8. Mutual information. For ρAB ∈ D(AB),

I(A : B)ρ
def= D(ρAB‖ρA ⊗ ρB) = H(A)ρ + H(B)ρ −H(AB)ρ .

We will use the following facts.

I Fact 5 (Monotonicity of quantum operations). [[18, 5], [21], Theorem 3.4] For states ρ,
σ ∈ D(A), and quantum map E(·),

‖E(ρ)− E(σ)‖1 ≤ ‖ρ− σ‖1 ,F(ρ, σ) ≤ F(E(ρ), E(σ)) and Dmax(ρ‖σ) ≥ Dmax(E(ρ)‖E(σ)) .

I Fact 6 (Joint concavity of fidelity). [[24], Proposition 4.7] Given quantum states ρ1, ρ2 . . . ρk,

σ1, σ2 . . . σk ∈ D(A) and positive numbers p1, p2 . . . pk such that
∑
i pi = 1. Then

F(
∑
i

piρi,
∑
i

piσi) ≥
∑
i

piF(ρi, σi).

I Fact 7 (Fannes inequality). [[10]] Given quantum states ρ1, ρ2 ∈ D(A), such that |A| = d

and P(ρ1, ρ2) = ε ≤ 1
2e ,

|S(ρ1)− S(ρ2)| ≤ ε log(d) + 1.

I Fact 8 (Levy’s concentration lemma). [[17]] Let f : Sd → R be Lipschitz continuous function
with Lipschitz constant `, defined as

`
def= maxx,y

|f(x)− f(y)|
‖x− y‖2

.

Let E(f) be expectation value of f with respect to uniform measure over Sd. Then

Prob(|f − E(f)| ≥ α) ≤ 2e−
dα2

18π3`2 .

3 One way communication

A one-way quantum communication protocol P for quantum Huffman coding with error η2

is described as follows.

Input: Alice gets an input x with probability p(x) and she needs to send the state |Ψx〉
to Bob.

Pre-shared entanglement: They have a pre-shared entanglement |θ〉AB .

Conditioned on the input x, Alice applies a measurement {Mx
1 ,M

x
2 . . .} on her side

and sends the outcome i to Bob. Let

pxi
def= Tr(Mx

i θA), ρxi
def= TrA(Mx

i θAB)
pxi

.

Receiving message i from Alice, Bob applies a quantum channel Ei based on the
message i, to obtain a state σxi in his output register.
The final state in the output register is

∑
i p
x
i σ

x
i and it follows that∑

x

p(x)
∑
i

pxi 〈Ψx|σxi |Ψx〉 > 1− η2

due to correctness of protocol.

TQC 2016
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The expected communication cost of P is
∑
x p(x)

∑
i p
x
i dlog(i)e which can be lower

bounded by
∑
x p(x)

∑
i p
x
i log(i). Since we are interested in lower bounding the expected

communication cost, we shall consider the latter quantity.
Define the quantity ti

def=
∑
x p(x)2−Dηmax(Ψ

x‖Ei(θB)).
We have the following lemma, proof of which has been given in Appendix A.

I Lemma 9. Let a be the largest integer such that ti ≤ 2−a for all i. Then expected
communication cost of P is lower bounded by a(1−√η)2 − 1.

4 Example separating expected communication and information

4.1 An epsilon net over Sd

We will use the epsilon net over Sd, as defined below.

I Definition 10 (Epsilon-nets, [23]). Fix an ε > 0. There exists an integer N and a set of
vectors {|x1〉 , |x2〉 . . . |xN 〉} on Sd such that the following properties hold:

N ≤ ( 2
ε )d.

For any two vectors |xi〉 , |xj〉 it holds that ‖(|xi〉 − |xj〉)(〈xi| − 〈xj |)‖2 ≤ ε.
For any vector |y〉 ∈ Sd, there exists j such that ‖(|y〉 − |xj〉)(〈y| − 〈xj |)‖2 ≤ ε

Let the set be denoted as Nε.

We recall that µ is a uniform measure over Sd. For every vector |xi〉 ∈ Nε, we let Si ⊂ Sd
be the set of all vectors |y〉 ∈ Sd such that |xi〉 is one of the closest (in euclidean distance)
to |y〉 among all vectors in Nε. Let µ(Si) be the measure associated to Si. µ(Si) can also
be interpreted as the volume of Si. Due to the fact that set of vectors in Sd which are
equidistant to two or more vectors in Nε have measure zero, we obtain the relation:∑

i

µ(Si) = 1, µ(Si ∩ Sj) = 0 (1)

Let λ be a distribution over Nε, such that λ(i) def= µ(Si). Let Ei denote the expectation
over the set Nε with vectors chosen according to λ. That is, for any function f(.) on Nε, we
define

Eif(|xi〉)
def=
∑
i

λ(i)f(|xi〉).

The following lemma follows from the the above definition.

I Lemma 11. It holds that

‖(Ei |xi〉)(Ei 〈xi|)‖1 ≤ ε, ‖Ei |xi〉〈xi| −
I

d
‖1 ≤ 2

√
ε.

Proof. For the first part, we use the identities∫
y

µ(y)dy |y〉 = 0,
∫
y

µ(y)dy |y〉 =
∑
i

µ(Si)
∫
y∈Si µ(y)dy |y〉

µ(Si)
,

where the second identity follows from Equation 1. Now we notice from the definition of set
Si that

‖(|xi〉 −
∫
y∈Si µ(y)dy |y〉

µ(Si)
)(〈xi| −

∫
y∈Si µ(y)dy 〈y|

µ(Si)
)‖2 ≤ ε.
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Applying expectation Ei to both sides and then using the triangle inequality, we immediately
obtain

‖(Ei |xi〉)(Ei 〈xi|)‖2 = ‖(
∑
i

µ(Si) |xi〉)(
∑
i

µ(Si) 〈xi|)‖ ≤ ε.

For the second part, we again notice the identities∫
y

µ(y)dy |y〉〈y| = I

d
,

∫
y

µ(y)dy |y〉〈y| =
∑
i

µ(Si)
∫
y∈Si µ(y)dy |y〉〈y|

µ(Si)
.

From the definition of the set Si, we have that for every |y〉 ∈ Si, |〈xi|y〉|2 ≥ 1− 2ε. Thus,

F(|x〉〈x| ,
∫
y∈Si

µ(y)dy|y〉〈y|

µ(Si) ) ≥ 1− 2ε, which translates to ‖ |x〉〈x| −
∫
y∈Si

µ(y)dy|y〉〈y|

µ(Si) ‖1 ≤ 2
√
ε.

Now the proof follows along the same lines as first part. J

4.2 Our construction
Our construction now proceeds as follows, recalling the quantum Huffman task in Definition 1.
Fix a δ > 0. Alice is given the input i with probability λ(i), which corresponds to the vector
|xi〉 ∈ Nε. We embed Cd in a d+ 1 dimensional space Cd+1 and let P be a projector onto
the original space Cd. We define |Ψi〉

def=
√

1− δ |0〉+
√
δ |xi〉, where |0〉 is a vector satisfying

P |0〉 = 0.
We have the following lemma.

I Lemma 12. The von-Neumann entropy of the average state EiΨi =
∑
i λ(i)Ψi satisfies

S(EiΨi) ≤ (δ + 3
√
ε) log(d) +H(δ) + 1.

Proof. Consider,

Ei |Ψi〉〈Ψi| = (1− δ) |0〉〈0|+
√
δ(1− δ)Ei(|0〉 〈xi|+ |xi〉 〈0|) + δEi |xi〉〈xi| .

From Lemma 11, it follows that

‖EiΨi − (1− δ) |0〉〈0|+ δ
P

d
‖1 ≤ 3

√
ε.

Now we use Fannes inequality (Fact 7) to conclude that S(EiΨi) is at most (δ+ 3
√
ε) log(d) +

H(δ) + 1. J

4.3 A property of smooth relative max entropy
Following lower bound on smooth relative entropy shall be crucial for our argument.

I Lemma 13. Let σ be any quantum state belonging to Cd+1. Let k < d be an integer and
Q− (Q+) be projector onto subspace where σ has eigenvalues less than (greater than) 1

k . For
any i and η > 0 such that 〈Ψi|Q− |Ψi〉 > 2η, it holds that

2−Dηmax(Ψi‖σ) ≤ 1
k(1− η)(

√
(1− η) 〈Ψi|Q− |Ψi〉 −

√
〈Ψi|Q+ |Ψi〉 η)2

.

Proof. Since dim(Q+) ≤ k, it holds that dim(Q−) ≥ d+ 1− k. Define the quantity

Sη(Ψi||Q−) def= inf|λ〉:|〈λ|Ψi〉|2>1−η 〈λ|Q− |λ〉 .

The lemma follows from the following two claims, which have been proved in Appendix B.
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I Claim 14. For any i, it holds that

2−Dηmax(Ψi‖σ) <
1

k(1− η)S2η(Ψi||Q−) .

We now calculate an explicit expression for Sη(Ψi||Q−) in the following claim.

I Claim 15. If 〈Ψi|Q− |Ψi〉 > η, then we have

Sη(Ψi||Q−) = (
√

(1− η) 〈Ψi|Q− |Ψi〉 −
√
〈Ψi|Q+ |Ψi〉 η)2.

Else Sη(Ψi||Q−) = 0.

Combining the two claims, our lemma follows. J

4.4 Final lower bound
Let µ be uniform measure over Sd. For any vector |y〉 belonging to subspace of P , let
|Ψy〉 =

√
1− δ |0〉+

√
δ |y〉 be a vector in Cd+1. We have the following claims, the first of

which computes the expectation value and the second computes the Lipschitz constant.

I Claim 16. It holds that∫
y

µ(y)dy 〈Ψy|Q− |Ψy〉 = (1− δ − δ

d
) 〈0|Q |0〉+ δ(d+ 1− k

d
).

Proof. Consider the following analysis, from which the statement follows.∫
y

µ(y)dy 〈Ψy|Q− |Ψy〉 = (1− δ) 〈0|Q− |0〉+ δ

∫
y

µ(y)dy 〈y|Q− |y〉

= (1− δ) 〈0|Q− |0〉+ δ

d
Tr(PQ)

= (1− δ) 〈0|Q− |0〉+ δ

d
(Tr(Q)− 〈0|Q |0〉)

= (1− δ − δ

d
) 〈0|Q |0〉+ δ(d+ 1− k

d
)

This proves the claim. J

I Claim 17. Let Q be a projector and |y〉 , |y′〉 be any two vectors in Sd . Then it holds that

| 〈Ψy|Q− |Ψy〉−〈Ψy′ |Q− |Ψy′〉 | ≤ (2
√

2δ(1− δ)+2δ)‖ |y〉〈y|−|y′〉〈y′| ‖2 ≤ 4
√
δ‖ |y〉〈y|−|y′〉〈y′| ‖2.

Proof. Consider the analysis

| 〈Ψy|Q− |Ψy〉 − 〈Ψy′ |Q− |Ψy′〉 | ≤ ‖Ψy −Ψy′‖1
≤ 2

√
δ(1− δ)‖ |0〉 (〈y| − 〈y′|)‖1 + δ‖ |y〉〈y| − |y′〉〈y′| ‖1

= 4
√
δ(1− δ)(1− F (|y〉〈y| , |y′〉〈y′|)) + δ‖ |y〉〈y| − |y′〉〈y′| ‖1

≤ (2
√
δ(1− δ) + δ)‖ |y〉〈y| − |y′〉〈y′| ‖1

≤ (2
√
δ(1− δ) + δ)

√
2‖ |y〉〈y| − |y′〉〈y′| ‖2

This proves the claim. J

We now proceed to the main lemma of this section, proof of which is deferred to
Appendix C.

I Lemma 18. Assume the conditions δ > 16√
d
and d > 1012. Let η, ε be such that η < δ

16
and ε < δ

100 . Let a be the largest real that satisfies Ei2−Dηmax(Ψi‖σ) ≤ 2−a. Then it holds that
a ≥ log(dδ(1−2η)2

50 )
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5 Proof of main result

We provide the proof of Theorem 2 in this section. It can easily be obtained from the
following more general result by setting ε = δ2 and letting δ < 1

100 .

I Theorem 19. Fix a positive integer d > 1012 and reals δ, ε that satisfy 16√
d
< δ < 1 and

ε < δ
100 . There exist a collection of N def= ( 3

ε )d states {|Ψx〉}Nx=1 that depend on δ and belong
to d dimensional Hilbert space, and a probability distribution {p(x)}Nx=1, such that following
holds for the ensemble {(p(x),Ψx)}Nx=1.

The von-Neumann entropy of the average state satisfies S(
∑
x p(x)Ψx) ≤ (δ+3

√
ε) log(d)+

H(δ) + 1
For any one-way protocol achieving the quantum Huffman coding of the above ensemble
with error parameter η < δ

16 , the expected communication cost is lower bounded by
(1−√η)2 log( dδ300 ).
For any r-round protocol achieving the quantum Huffman coding of the above ensemble
with error parameter η < δ

16 , the expected communication cost is lower bounded by

1
20 ·

log( dδ400 )
(log r) .

Proof. We use the construction as given in Subsection 4.2.
For the first part of the theorem, we combine Lemma 9 and Lemma 18 to obtain a lower

bound on expected communication cost as

(1−√η)2 log(
dδ(1− 2√η)2

50 )− 1 > (1−√η)2 log( dδ300).

The proof of second part of the theorem follows from the Reference [2] (Theorem 6.1). J

The proof of Theorem 3 is given in Reference [2] (Lemma 6.2).

6 Conclusion

In this work, we have shown a large gap between the quantum information complexity and
the average/expected communication complexity of the quantum Huffman task (Definition 1).
As an application of our main results, we show that in one-shot setting, quantum channels
cannot be simulated with a cost as good as their entanglement assisted classical capacity.

We have following questions that we leave open.
The interactive part of our main theorem, Theorem 2 has a dependence on the number
of rounds. We get rid of this dependence in Theorem 3, but at the expense of weaker
lower bound on expected communication cost. Can we get rid of dependence on number
of rounds in Theorem 2 itself. For comparison, it may be noted that the results in [1]
have no dependence on the number of rounds.
Our lower bounds on expected communication cost and the quantum information com-
plexity of the quantum Huffman tasks that we construct are doubly-logarithmically small
in input size N , that is O(log log(N)) (see Theorem 2). Can we have examples where the
dependence on input size is better?
What is the correct way to operationally understand fundamental quantum information
theoretic quantities in one-shot setting? Our result says that expected communication
cost is not the right notion, but naturally we cannot rule out other notions.
Is there a way to improve the direct sum result for bounded-round entanglement assisted
quantum information complexity of [22]?
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A Proof of Lemma 9

Proof. Our proof shall proceed in the steps outlined below.
1. Pruning away x with low fidelity:

Let G be the set of all x such that
∑
i p
x
i 〈Ψx|σxi |Ψx〉 ≥ 1− η3/2. Let B be the set of rest

of x. Then we have that
∑
x∈G p(x) ≥ 1−√η and equivalently

∑
x∈B p(x) ≤ √η.

Define a new probability distribution p′(x) which is 0 whenever x ∈ B and equal to
p(x)∑
x∈G

p(x)
for x ∈ G. Since

∑
x∈G p(x) ≥ 1−√η, it holds that p′(x) ≤ p(x)

1−√η for all x.

2. Upper bound on probabilities px
i :

We upper bound the probabilities pxi in the following way. Consider,

θB = TrA(Mx
i θAB) + TrA((I−Mx

i )θAB) > TrA(Mx
i θAB).

Thus,

pxi ρ
x
i < θB =⇒ ρxi <

1
pxi
θB .

By definition of max-entropy, this means 2Dmax(ρxi ‖θB) < 1
px
i
. Now we use monotonicity of

max-entropy under quantum operations (Fact 5), to obtain

pxi < 2−Dmax(ρxi ‖θB) < 2−Dmax(σxi ‖Ei(θB)). (2)
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3. Upper bound on probability of each message:
For every x ∈ G, let Bx be set of i such that 〈Ψx|σxi |Ψx〉 < 1− η. Let Gx be rest of the
indices. Using the relation∑

i

pxi (1− 〈Ψx|σxi |Ψx〉) < η3/2,

we obtain that
∑
i∈Bx p

x
i <

√
η. Define a new probability distribution qxi which is 0

whenever i ∈ Bx and equal to pxi∑
i∈Gx

otherwise.

Define si
def=
∑
x p
′(x)qxi . Note that by definition, Dη

max(Ψx‖Ei(θB)) < Dmax(σxi ‖Ei(θB))
for all i ∈ Gx. Using Equation 2, we observe that for all x ∈ G it holds that

qxi <
1

1−√η 2−Dηmax(Ψ
x‖Ei(θB)).

This implies
si =

∑
x

p′(x)qxi

≤ 1
1−√η

∑
x

p′(x)2−Dηmax(Ψ
x‖Ei(θB))

≤ 1
(1−√η)2

∑
x

p(x)2−Dηmax(Ψ
x‖Ei(θB))

= ti
(1−√η)2 <

2−a

(1−√η)2 (3)

where in first inequality, we have used the fact that for x ∈ B, p′(x) = 0.
4. Lower bound on expected communication:

Since pxi > (1−√η)qxi for all pair (x, i) such that x ∈ G, the expected communication
cost is lower bounded by∑

x

p(x)
∑
i

pxi log(i) > (1−√η)
∑
x∈G

p(x)
∑
i

qxi log(i) > (1−√η)2
∑
x

p′(x)
∑
i

qxi log(i).

From Equation 3, we have si ≤ 2−a
(1−η)2 and

∑
i si = 1. Thus, the quantity

∑
i si log(i) is

minimized if si = 2−a
(1−√η)2 for all i ≤ 2a(1−√η)2. This gives following lower bound on

expected communication cost

(1−√η)2 · 2−a

(1−√η)2 2a(1−√η)2 log(2a(1−√η)2/e) > (1−√η)2 · a− 1. J

B Proof of Claims 14 and 15

Proof of Claim 14 . For a fixed i, let ρi be the state that achieves the infimum in the
definition of Dη

max(Ψi‖σ). It satisfies 〈Ψi| ρi |Ψi〉 ≥ 1−η. This means the largest eigenvalue of
ρi is at least 1−η. Thus, consider the eigen-decomposition ρi = λ1 |λ1〉〈λ1|+

∑
j>1 λj |λj〉〈λj |.

We have λ1 > 1− η or equivalently
∑
j>1 λj < η. Thus,

1−η < 〈Ψi| ρi |Ψi〉 = λ1|〈Ψi|λ1〉|2 +
∑
j>1

λj |〈Ψi|λj〉|2 < |〈Ψi|λ1〉|2 +
∑
j>1

λj < |〈Ψi|λ1〉|2 +η.

Hence, |〈Ψi|λ1〉|2 > 1− 2η. Moreover,

2Dmax(ρi‖σ) = ‖σ− 1
2 ρσ−

1
2 ‖∞ > (1− η)‖σ− 1

2 |λ1〉〈λ1|σ−
1
2 ‖∞ = (1− η) 〈λ1|σ−1 |λ1〉 ,
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where σ−1 is the pseudo-inverse of σ. From the definition of the projector Q−, the following
inequality easily follows:

〈λ1|σ−1 |λ1〉 ≥ k 〈λ1|Q− |λ1〉 .

Thus we get

2Dmax(ρi‖σ) > k(1− η) 〈λ1|Q− |λ1〉 .

Inverting and using |〈Ψi|λ1〉|2 > 1− 2η, we have

2−Dmax(ρi‖σ) <
1

k(1− η) 〈λ1|Q− |λ1〉
<

1
k(1− η)S2η(Ψi||Q−) .

This proves the claim. J

Proof of Claim 15. Let |λi〉 be the state that achieves the infimum in the definition of
Sη(Ψi||Q−). We know that |λi〉 has fidelity at least 1− η with |Ψi〉 and also minimizes the
overlap with the subspace Q−. Intuitively, this state must lie in the span of two vectors
{Q− |Ψi〉 , Q+ |Ψi〉}. This we shall find to be true below.

Let us expand

|λi〉 = aQ− |Ψi〉+ bQ+ |Ψi〉+ c |θ〉 ,

where |θ〉 is normalized vector orthogonal to {Q− |Ψi〉 , Q+ |Ψi〉}. Then we have the conditions:

|a|2 〈Ψi|Q− |Ψi〉+ |b|2 〈Ψi|Q+ |Ψi〉+ |c|2 = 1, |a 〈Ψi|Q− |Ψi〉+b 〈Ψi|Q+ |Ψi〉 | >
√

1− η
(4)

where the first condition is normalization condition and second condition says that overlap
between |λi〉 and |Ψi〉 is at least

√
1− η. We would like to minimize the function

〈λi|Q− |λi〉 = 〈λi| (aQ− |Ψi〉+ cQ− |θ〉) = |a|2 〈Ψi|Q− |Ψi〉+ |c|2 〈θ|Q− |θ〉 (5)

Note that 〈Ψi|Q−Q− |θ〉 = 0, hence the above expression.
First we shall show that a, b, c can be chosen to be real. Clearly c can be chosen real

as it only appears as |c|2. Only place where a, b appear as complex is in the constraint
|a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 | >

√
1− η. Let a = aR + iaI , b = bR + ibI . Then

|a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 |2

= (aR 〈Ψi|Q− |Ψi〉+ bR 〈Ψi|Q+ |Ψi〉)2 + (aI 〈Ψi|Q− |Ψi〉+ bI 〈Ψi|Q+ |Ψi〉)2

= |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2(aRbR + aIbI) 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉

≤ |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2(
√
a2
R + a2

I

√
a2
I + b2I) 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉

= |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2|a||b| 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉
= (|a| 〈Ψi|Q− |Ψi〉+ |b| 〈Ψi|Q+ |Ψi〉)2

Thus, changing the complex coefficients a, b to |a|, |b| does not change the objective
function (Equation 5) and ensures that the constraints (Equation 4) are still satisfied. Thus,
we can restrict ourselves to real variables a, b.
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Figure 1 Plot of the constraints.

To find the optimal solution for equations 4 and 5, we fix a c and minimize a2 with the
constraints

a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2, |a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 | >
√

1− η.

We plot these constraints on (a, b) plane in Figure 1. The ellipse

E
def= a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2

intersects a-axis at |a1| =
√

1−c2

〈Ψi|Q−|Ψi〉 and intersects b-axis at |b1| =
√

1−c2

〈Ψi|Q+|Ψi〉 . The lines

L
def= a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 =

√
1− η,

L′
def= a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 = −

√
1− η

intersect a-axis at |a2| =
√

1−η
〈Ψi|Q−|Ψi〉 and intersects b-axis at |b2| =

√
1−η

〈Ψi|Q+|Ψi〉 .
First note that if c2 > η, then there is no solution. For this, consider

1− η < (a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉)2

≤ (〈Ψi|Q− |Ψi〉+ 〈Ψi|Q+ |Ψi〉)(a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉)
= (a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉) = 1− c2.

So we assume that c2 ≤ η. Now lets focus on first quadrant. We can easily observe from the
plot that we get a = 0 as minimum value of a2 whenever ellipse E intersects b-axis above the
line L. This occurs when√

1− c2
〈Ψi|Q+ |Ψi〉

>

√
1− η

〈Ψi|Q+ |Ψi〉
→ 〈Ψi|Q+ |Ψi〉 >

1− η
1− c2 .

But this is obvious, since the condition implies 〈Ψi|Q+ |Ψi〉 > 1− η in which case there is a
vector in Q+ with high overlap with |Ψi〉 and hence the objective function is 0.

So lets assume that 〈Ψi|Q+ |Ψi〉 < 1− η, in which case, for all c, the ellipse E intersects
b-axis below the line L. To find the point of intersection, we simultaneously solve the
equations for line and ellipse, that is

a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2, a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 =
√

1− η.
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The value of a, b thus obtained is

a =
√

1− η −

√
〈Ψi|Q+ |Ψi〉 (η − c2)
〈Ψi|Q− |Ψi〉

, b =
√

1− η +

√
〈Ψi|Q− |Ψi〉 (η − c2)
〈Ψi|Q+ |Ψi〉

.

It is easy to verify that the solution satisfies above equations. The other solution is with
signs reversed.

Thus, we have the result that whenever 〈Ψi|Q+ |Ψi〉 < 1−η, the minimum |a|2 〈Ψi|Q− |Ψi〉+
|c|2 〈θ|Q− |θ〉 is

(
√

1− η −

√
〈Ψi|Q+ |Ψi〉 (η − c2)
〈Ψi|Q− |Ψi〉

)2 〈Ψi|Q− |Ψi〉+ c2 〈θ|Q− |θ〉 .

This quantity is monotonically increasing with c. Hence above expression is minim-
ized when c = 0. This justifies our intuition that the optimal vector lies in the plane
{Q+ |Ψi〉 , Q− |Ψi〉}. With this, we have found an overall minimum to be

(
√

1− η−

√
〈Ψi|Q+ |Ψi〉 η
〈Ψi|Q− |Ψi〉

)2 〈Ψi|Q− |Ψi〉 = (
√

(1− η) 〈Ψi|Q− |Ψi〉−
√
〈Ψi|Q+ |Ψi〉 η)2.

This proves the claim. J

C Proof of Lemma 18

Proof. Proof shall proceed in two stages.
1. Concentration of measure for Epsilon-nets:

From Claim 17, we infer that the Lipschitz constant of the function f(|y〉) def= 〈Ψy|Q− |Ψy〉
is upper bounded by 4

√
δ. From Lemma 16, we have that

∫
µ(y)dyf(y) = (1 − δ −

δ
d ) 〈0|Q− |0〉+ δ(1− k−1

d ).
Let α be a positive real to be chosen later. It now follows from Levy’s concentration
lemma (Fact 8) that

Prµ(〈Ψy|Q− |Ψy〉 <
∫
µ(y)dyf(y)− α) ≤ e−

dα2
18π3·16δ = e−

dα2
288π3δ (6)

In other words,

Prµ(〈Ψy|Q− |Ψy〉 < δ(1− k − 1
d

)− α) ≤ e−
dα2

288π3δ .

Now, let S be the set of all |y〉 ∈ Sd for which 〈Ψy|Q− |Ψy〉 > δ(1 − k−1
d ) − α. Let G

be the set of all i such that Si has an intersection with S. Let T def= ∪i∈GSi. Then T
contains S, except for some points of measure zero, and furthermore from Claim 17, any
|z〉 ∈ T satisfies

〈Ψz|Q− |Ψz〉 ≥ δ(1−
k − 1
d

)− α− 4
√
δε > δ(1− k − 1

d
)− α− 2ε.

Since µ(T ) > (1 − e−
dα2

288π3δ ), and T is a union of Si with i ∈ G, it holds that for an
i drawn according to λ(i), probability that i ∈ G is equal to µ(T ) and hence at least
(1− e−

dα2
288π3δ ). Thus we have show the following inequality

Pr
λ

(〈Ψi|Q− |Ψi〉 ≥ δ(1−
k − 1
d

)− α− 2ε) ≥ 1− 2e−
dα2

288π3δ , (7)
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2. Using concentration of measure for upper bound:
Now, to evaluate Ei2−Dηmax(Ψi‖σ), we divide the expectation into two parts. For all i for
which 〈Ψi|Q− |Ψi〉 < δ(1− k

d )− α− 2ε, we upper bound 2−Dηmax(Ψi‖σ) < 1. For the rest
of i, we use Lemma 13 to obtain

2−Dηmax(Ψi‖σ) <
1

k(1− η)(
√

(1− 2η)(δ(1− k
d )− α− 2ε)−

√
2(1− δ(1− k

d ) + α+ 2ε)η)2

Note that for this to hold, we need δ(1− k
d )− α− 2ε > 2η. For this, we set k = d

4 , α
2 =

δ√
d
< δ2

16 and we can upper bound δ(1 − k
d ) − α − 2ε > δ

4 > 2η, using ε < δ
100 , η <

δ
16

(assumptions of theorem). Then we have

2−Dηmax(Ψi‖σ) ≤ 4
d(1− η)(

√
(1− 2η)(δ/4)−

√
2(1− δ/4)η)2

≤ 40
d(1− η)δ .

Thus we get
Ei2−Dηmax(Ψi‖σ) < 2e−

dα2
144π3δ + 40

d(1− 2η)2δ

= 2e−
√
d

288π3 + 40
d(1− 2η)2δ

<
50

dδ(1− 2η)2 = 2− log( dδ(1−2η)2
50 )

Last inequality holds for d > 1012. This proves the theorem. J
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